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Validate Model Endorsed for Support Vector 

Machine Alignment with Kernel Function and 

Depth Concept to Get Superlative Accurateness 
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Abstract: A support vector machine (SVM) is authoritative tool 

for statistical learning model which is well proved based on the 

literature reviews which is rooted in finding the operational risk. 

The Key factor is kernel function and its parameters selection. 

Once the debate of finalizing the influence factor (i.e) kernel 

parameters and error penalty factors, we can able to find the new 

kernel function as a proposed model by bring together the kernel 

with robust depth procedures. Here the GSOsvm has turn out to 

be best kernel function with local features to a global 

representative for any type of dataset. As a final point, 

experiments are done for dataset with different groups that are 

formed to show the superior value based on its accuracy on 

prediction of this kind of model which proves the best validation. 

Though many research readings suggest the usage of Radial basis 

(RBF) kernels and polynomial kernels for the conventional 

techniques, it was found that the results produced by these models 

have unreliable values, because of the sensitive in the data. The 

new kernel GSOsvm has the good reliable results both for real and 

simulated data values precisely when the data contains extreme 

observations that violated assumptions.  

Keywords: Radial Basis Kernel Function, KSVM, Kernel with 

Weights, Projection Depth 

I. INTRODUCTION 

Support Vector Machine (SVM) are a suitable technique 

for classifying the data, the perseverance of SVM learners are 

consider as a technique that was aimed for promptly attaining 

a tolerable result. A classification task usually involves 

response value i.e. the class labels and quite a few attributes 

i.e. the features or observed variables. The objective of SVM 

is to make a model that predicts best accuracy or the 

misclassification rate for response or target variable. The 

functioning of the model is explained as a reduction between 

the complexity of model and essential risk according to 

information of dataset. SVM has the hard margin classifier 

which was estimated and developed continuously since it 

was proposed [1]. Various efforts has apply to it in order to 

solve various real problems in improving its learning and 

inference, by enhancing the SVM algorithm [10] several 

kernel functions have also been continuously suggested and 

studied.  
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The application of SVM [2] are in the field of pattern 

recognition (discriminated analysis and classification) also 

for regression (time series analysis). Most of the functional 

usage are widely in the fields of prediction and 

comprehensive assessment where the researchers has the 

assurance to achieve the highest accuracy to intend in solve 

challenging problems. The paper concise section 2 discuss   

the   importance of SVM and its types - mcSVM, KSVM, 

section 3 gives a brief on Depth procedures and how it is 

connected with KSVM and its kernel functions which results 

us to find the proposed method, section 4 s h o w s  the 

compared efficiency results of proposed method GSOsvm 

that has been verified for real and simulated data values, 

section 5 express the inference and its further study in the 

framework of GSOsvm Classification model. 

II. PROMINENCE AND CATEGORIES OF SVM 

2.1 SVM takes the simplest way to separate two groups of 

data with a straight line for one dimension, when it comes for 

two dimension it takes flat plane. Similarly, the n-

dimensional is intended to hyperplane. SVM handles this by 

using a kernel function [3] for the nonlinear region for which 

the it can separate the groups more efficiently, to map the 

data into a different space. As for the hyperplane (linear) 

cannot be used to do the separation, a non-linear function is 

learned by a linear learning machine in a high-dimensional 

feature [7]. 

2.2 mcSVM - Multiclass support vector machines has made 

a significant impact by its influenced methods and its type of 

kernel and parameters. The methods used are (a) One-

Against-All (OvA_ls, OvA_hinge) as ‘n‘-class problems       

(n >2), s-binary SVM classifiers are constructed, the ith SVM 

samples class are considered as positive samples and all other 

remaining are taken as negative samples (b) All-Against-All 

(AvA_hinge, AvA_ls) the process for binary classifier for all 

the pair wise combination to the given s – classes are given  

n × (n -1) / 2 binary classifiers, the first procedural step for 

the classifier, is by taking the first class as positive and 

second class as negative. Furthermore, this method will give 

the competence of diverse methods in the multi class 

concepts when kernels are used for classification.   

2.3 KSVM The package kernlab has delivered the proposal 

of bringing KSVM from the SVM theories as it has diverse 

kernel function that are reprocessed by changing its set in the 

kernel parameters [13]. Ksvm uses John Platt's SMO 

algorithm for solving the SVM formulations with support 

class probabilities output and 

confidence intervals [14].  
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Classification are evolved here using c-SVC, nu-SVC. If we 

want to focus on regression that can be practice by applying 

the eps-svr, nu-svr formulation with native multi-class 

classification formulations and the bound constraint SVM 

formulation. Prediction is done by each of its classifier to 

produce robust results when used with SVMs [6]. Likewise, 

the ksvm has the proposal for providing the ability to produce 

class probabilities as output instead of class labels.  

III. DEPTH PROCEDURE FORMATION 

Depth procedure function can be used as the trailed idea in 

statistical inference for multivariate data. Two depth 

procedures (i.e) Projection Depth (PD) and Adjusted 

Projection Depth (APD) have been put forward to check its 

limitation, in order to find the best robust depth procedure. 

This paper explores how the types of support vector machine 

(ksvm) in combined with projection and adjusted projection 

depths has given rise to a model that classifies data based on 

irrespective of groups. Data depth was a function that 

quantifies the centrality of a point in a given data which is 

very near to the central or trimmed regions. As a follow up 

of that procedure the depth value are been generated 

irrespective for all observation of both real and simulated 

data. This section discusses about three depth algorithms that 

were used to obtain the depth values for the observation to 

the given datasets. The above conclusion is obtained based 

on [9] shows the comparison of various data depth algorithms 

were attempt based on two depth procedures (PD and APD) 

were compared in recent times which played a good role in 

the model of accuracy. The Algorithms for Fixed, Random 

and Gram-Schmidt Orthonormalization (GSO) for 

computational aspects of depth values in the framework of 

projection depth and adjusted depth procedure. The above 

three algorithms on depth procedure are been reviewed. 

3.1 Projection Depth (PD) 

This procedure has the first step to define the outlying of any 

point 𝜃 relative to the data set 𝑌𝑚 as explained in [15] the 

theoretical support is for the projection depth are as follows: 

𝑆𝜃;𝑌𝑚=max𝑣=1𝑣𝜏𝜃−𝑚𝑒𝑑𝑖𝑣𝜏𝑦𝑖𝑀𝐴𝐷𝑖𝑣𝜏𝑦𝑖, 

Where MAD are median absolute deviation for the univariate 

data set {𝑢1, . .  . , 𝑢𝑛} its statistic                  𝑀𝐴𝐷𝑖{𝑢𝑖} =

𝑚𝑒𝑑𝑖|𝑢𝑖 −𝑚𝑒𝑑𝑗{𝑢𝑗}|. 

Instead of the median and the MAD, also another pair (L, 

E) of a location and scatter estimate may be chosen.  This 

leads to different notions of projection depth, all defined as  

𝑝𝑑𝑒𝑝𝑡ℎ𝜃;𝑌𝑛=(1+𝑆𝜃;𝑌𝑛)−1. 

3.2 Adjusted Projection Depth (APD) 

The univariate outlying function s1
∗ =(vTy, vTY𝓃) are always 

symmetrical about  med(vTY𝓃) with respect to y that results 

the projection depth to fail in capturing the real shape of the 

data, once the skewed data are exist [8]. This stimulates to 

extend the of an adjusted form of the above mentioned 

projection depth which are given as 

APDy, Y𝓃=1+sup s1∗vTy,vTY𝓃−1 

s1
∗(vTy, vTY𝓃)

=

{
 
 

 
 vTy − Med(vTY𝓃)

𝒬1(v
Ty) − Med(vTY𝓃)

,  ifvTy < med(vTY𝓃)

vTy − Med(vTY𝓃)

𝒬3(v
Ty) − Med(vTY𝓃)

, ifvTy ≥ med(vTY𝓃)

 

3.3 KSVM with depths procedure 

To develop a perfect model from one of the SVM, an 

approach has been made in blend with ksvm and the different 

projection depth like fixed, random and GSO method to 

acquire robust classification for multivariate dataset. A brief 

study on its algorithms have been done and these projection 

depth value are obtained for each observation both simulated 

and real data sets based on their respective procedures. It has 

been used as the weights that applied in KSVM, to analyses 

the accuracy performance of the dataset for classifying it. 

3.4 Fixed and Random Projection Depth 

The algorithm for both fixed and random depth procedure 

are well explained in [16], if the vector are from fixed 

direction if it follows the Fixed Depth procedure the m 

directions that cut the upper half plane equally will choose 

the maximum. Similarly, for the Random Depth procedure it 

uses a random choice of m directions that chooses optimal 

direction for computing the projection depth. Exclusively 

when fixed and random depth procedure are applied for 

gaining the depth value, the effects falls in low efficiency in 

their accuracy. But GSO algorithms has shown to increase 

the efficiency and less time in computational complexity in 

getting the depth value for the observations, presented in 

[11].  

3.5 GSO svm Adjusted Projection Depth 

Gram-Schmidt Orthonormalization (GSOsvm) adjusted 

projection depth has been proposed to get the performance 

of a SVM model for best accuracy value. The performance 

of GSOsvm has been studied and applied in Ksvm with 

combination of Radial Basis kernel function(RBF). The 

general GSO algorithm projection depth method has been 

talk over based on computational and theoretically method 

by [11].  The effectiveness of GSO algorithm has been tested 

by its misclassification error in SVM models for classifying 

the real and stimulating data situation. This means GSO 

procedure based adjusted projection depth estimators 

performs well when compared with fixed and random 

procedures. It has to be noted that depth values are computed 

for all the observation irrespective of the given dataset for n 

number of classes / groups and also n dimensions of variables 

with projection and adjusted projection depth procedure.  

IV. EXPERIMENTAL STUDY 

In this section we see the performance of the proposed 

method Ksvm with GSO is been compared with several 

methods of SVM, mcSVM, Ksvm and Ksvm through 

Random and Fixed Depth procedure. 
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4.1 Real Data  

The two real data sets has been considered for the study, to 

be precise anorexia and hemophilia data set. The Hemophilia 

data [4] has two stately variables, AHF activity and AHV 

antigen of 75 women, as the first group contains 30 

observations in normal group, followed by second group has 

45 observations that have its place to obligatory carrier. The 

second experiment, Anorexia data [5] contains two variables 

of three groups with 72 observations. As the data been 

described as the weight change data for young female 

patients. The two variables are weight of patients before 

study periods (prewt) and weight of patients after study 

periods (postwt). The three groups, namely Cognitive-

behavioral treatment (CBT), Control(Cont), Family 

treatment (FT). 

It can be noticed that GSOsvm method shows the good 

accuracy level for real datasets, when it is compared to 

number of SVM models in grouping with kernel function 

through several depth techniques. The Table 1 shows in the 

appendix reveal the key contrast, as the KSVM positioned on 

kernel function grouping with depth values shows the highest 

accuracy for Hemophilia about 97.33% followed by 

Anorexia with 71%. Whereas the remaining models of SVM 

without the depth values shows lesser accuracy. From this 

result it clearly gives the declaration, that inclusion of kernel 

function with depth values has a worthy part in its 

performance for a model. It is because depth values are being 

obtained for all observation in getting the supreme accuracy.  

4.2 Simulation study 

The data are formed as a result of multivariate normal 

distribution, as this simulation study has been carried out 

precisely by location, scale and both the location and scale 

contaminations. The simulating the data for two and three 

groups of two and three dimensions across various level of 

contaminations such as 5%, 10%, 20%, and 30%.  

For two groups, the mean vectors, (1,1) and (3,3), and the 

covariance matrix 1.5*I2 and 2*I2 were considered and 

generated 50 observations of each. For location 

contamination, the mean vectors, (-4,-4) and (-5,-5) were 

considered. For scale contamination, the covariance matrices 

are 3*I2 and 4*I2. The mean vectors, (-4,-4) and (-5,-5), and 

the covariance matrix 3*I2 and 2*I2 were considered for 

contamination of location and scale. 

 For three groups, the mean vectors (0,0,0), (3, 3,3) 

and (5,5,5) and the covariance matrix I3, 2.5*I3, 3*I3 

respectively were considered and generated 50 observations 

of each. The location contaminations are applied as described 

using the mean vectors (-4,-4,-4), (-5,-5,-5) and (-7,-7,-7). 

For scale contamination, the covariance matrices are 2.5*I3 , 

5*I3 and 6*I3. In the case of location and scale 

contaminations, the mean vectors (-4,-4,-4), (-5,-5,-5) and (-

7,-7,-7) with the covariance matrix 1.5*I3, 4*I3, 6*I3.   

The obtained accuracy value of the classification of data 

under various levels of contaminations is summarizes and 

specified in the Table 2 for two groups, Table 3 shows the 

same for three groups. It is observed that GSOsvm method 

has good accuracy value in both simulated values at different 

contamination level. Especially when the contamination 

level increase the accuracy value is also increase when 

compared with random, fixed method with depth concept. Its 

been established that GSOsvm method which based on 

adjusted projection depth algorithm performs a fitting model 

in making accuracy or misclassification rate when it is 

compared with other methods of SVM with and without 

depth procedure.  

V. CONCLUSION 

The proposed method GSOsvm method very adaptive and 

intensive for classification method as this model is been 

created based on RBF kernel function with depth values 

obtained individually for the observation irrespective of all 

groups. The result of the study also shows the effective 

performance in GSOsvm which has sensitive in data that 

gives worthy accuracy value through experimental study for 

real and simulation method. Further, the superiority of the 

GSOsvm proved over the usage by applying ksvm kernels 

with projection and adjusted projection depths resembling 

with Random, Fixed algorithms for PD and APD. Hence it 

can be concluded as a perfect kernel which plays a good 

functional for different kinds dataset. This will really help us 

to go for the further scope of study in building up the best 

model in finding the accurateness irrespective of attributes 

and groups that are focused on classification. 
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Appendix  

Table 1: Classification Accuracy Based on Kernel Functions Through Depth 

 

 

 

 

 
Table 2: Classification Accuracy Based on Kernels with Depths for Two Groups Various Levels of Contaminations 

 
  Two Groups 

     KSVM (with weights) 

Error SVM  mcSVM ksvm 
Random 

PD 

Fixed 

APD 

GSOsvm 

APD 

Location Contamination 

0.00 0.9600 0.9400 0.8583 0.9475 0.9502 0.9498 

0.05 0.9600 0.9000 0.8577 0.9431 0.9423 0.9428 

0.10 0.8900 0.9200 0.8774 0.9452 0.9451 0.9455 

0.20 0.9000 0.8800 0.8849 0.9365 0.9351 0.9369 

0.30 0.9000 0.8500 0.8516 0.9327 0.9324 0.9336 

Scale   Contamination 

0.00 0.9000 0.9200 0.9121 0.9194 0.9182 0.9211 

0.05 0.8900 0.9000 0.9029 0.9155 0.9142 0.9147 

0.10 0.8800 0.8900 0.8866 0.9266 0.9274 0.9240 

0.20 0.8500 0.8400 0.8495 0.9072 0.9088 0.9164 

0.30 0.8800 0.8700 0.8294 0.9329 0.9388 0.9390 

Location & Scale Contamination 

0.00 0.9000 0.9100 0.9119 0.9185 0.9182 0.9182 

0.05 0.8600 0.8600 0.9028 0.9149 0.9172 0.9162 

0.10 0.8500 0.8600 0.8827 0.9193 0.9152 0.9171 

0.20 0.8400 0.8500 0.8585 0.9101 0.9107 0.9129 

0.30 0.8200 0.8600 0.8681 0.9448 0.9454 0.9460 

 
 

 

 

 

        KSVM (with kernels & depths) 

Dataset SVM mcSVM KSVM 
Random 

PD 

Fixed 

APD 

GSOsvm 

APD 

Hemophilia 0.8933 0.8670 0.8894 0.9600 0.9600 0.9733 

Anorexia 0.6944 0.8190 0.6944 0.7069 0.7022 0.7100 

http://doi.org/10.35940/ijbsac.G0486.039723
http://www.ijbsac.org/
https://doi.org/10.1109/ICMLC.2005.1527688
https://doi.org/10.1007/s11634-010-0066-3
https://doi.org/10.14445/22315373/IJMTT-V52P560
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Table 3: Classification Accuracy Based on Kernels with Depths for Three Groups Various Levels of Contaminations 

 

  Three Groups 

      KSVM (with weights) 

Error SVM  mcSVM Ksvm 
Random 

PD 

Fixed 

APD 

GSOsvm 

APD 

Location Contamination 

0.00 0.9330 0.9400 0.9524 0.9676 0.9679 0.9678 

0.05 0.9260 0.9530 0.9638 0.9652 0.9653 0.9650 

0.10 0.8930 0.9530 0.9544 0.9576 0.9576 0.9560 

0.20 0.9400 0.9460 0.9466 0.9468 0.9470 0.9470 

0.30 0.9130 0.9400 0.9312 0.9340 0.9342 0.9347 

Scale Contamination 

0.00 0.9200 0.9460 0.9448 0.9690 0.9682 0.9686 

0.05 0.9400 0.9460 0.9621 0.9661 0.9659 0.9655 

0.10 0.9330 0.9460 0.9501 0.9532 0.9543 0.9527 

0.20 0.9200 0.9400 0.9475 0.9505 0.9512 0.9513 

0.30 0.9000 0.9130 0.9290 0.9336 0.9336 0.9336 

Location & Scale Contamination 

0.00 0.973 0.9930 0.9443 0.9704 0.9673 0.9692 

0.05 0.926 0.9530 0.9598 0.9666 0.9663 0.9668 

0.10 0.926 0.9530 0.9473 0.9664 0.9664 0.9662 

0.20 0.926 0.9330 0.9270 0.9570 0.9572 0.9576 

0.30 0.906 0.9330 0.9452 0.9448 0.9458 0.9459 
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