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Abstract— currently, in Albania, there is an increased intese
in data mining and educational system, making edtioaal data
misning a new growing research community. Data mining a
powerful tool for academic intervention. Through damining, a
university could, for example, predict which studsnuill or will
not graduate. The university can use this informati to
concentrate on those students that are most at.riskthis paper
we attempt to use data mining process to help in @mting the
quality of the higher education system by evaluafistudent data.
For this purpose we have collected data from a pulficulty in
Tirana from 2011 to 2014, covering 1300 studentsheT
classification process is based on the decisionetras a
classification method where the generated rules atadied. We
aim to build a system that will facilitate the uségenerated rules,
which will allow students to predict the average graafethe next
year in university.

different courses. In this research, the decigiea method is
used to evaluate student’s performance. The dat inghis
research is collected from the student's managesyetem

of a public faculty in Tirana, Albania. Informatiolike
student’s demographic data, course attendance,se&our
grades, etc. was collected from this system, tdiptstudent
performance at the end of each year. In this papewill use
the decision tree method for predicting studentquarance.

Il. RELATED WORK

In the last 20 years educational data mining enttagea new
application area for data mining, becoming welbbBshed
with its own journal. Romero & Ventura [3] providadgurvey

of educational data mining from 1995-2005 and Baker
Yacef [7] extended their survey covering the latest

Index Terms—student data, data mining, decision trees, higherdevelopment until 2009. There is an increasing remuf

education, classification process

[. INTRODUCTION

Today, one of the biggest challenges that educdtion

institutions face is the growth of educational dega the
institutions need to use this data to improve thality of
managerial decisions. The prediction of the studeatess is
crucial for these institutions, because the qualitthe study
and learning process is the ability to satisfy &méll the
students’ needs. The data collected from diffesyrstems
require proper method of extracting knowledge fettdr
decision making. Knowledge discovery in databaké3)),
often called data mining, aims at the discoveryuséful
information from large collections of data [1].

There is increased interest in using data miningdincation,

data mining applications in education, from enreltmn
management, graduation, academic performance, dgifte
education, web-based education, retention and atteas
Nandeshwar & Chaudhari, [8]). This section reviewsy
search where the main focus is on study outcaree,
successful or unsuccessful course completion.

Romeo & Ventura [3] introduced a survey of the dfec
application of data mining in learning managemestems.

Its objective is to introduce it both theoreticalgnd
practically to all users interested in the new aesle area, they
describe the full process of how to apply the nekita mining
techniques used, such as statistics, visualization,
classification, clustering and association rule ingn of
Moodle data. They have describe how different daiténg
techniques can be used in order to improve theseoand
students’ learning.

also called Educational Data mining. EducationaltaDa kajles and Pierrakeas [5] discussed different mechi

Mining (EDM) is an emerging discipline, concernedhw
developing methods for exploring the unique typéslata
that come from the educational setting, and ushmosd
methods to better understand students, and thegsetthich
they learn in [2]. Educational data mining can miedent

learning methods (such as decision tree, neuralanks,
Naive Bayes, logic regression, etc.) and compdreunh twith
genetic algorithm based induction of decision tréHsey
analyze students’ academic performance through the
academic years, as measured by the student's hakewo

grades, student address, enroliment data, and ritudgssignments, and attempted to derive short rutesettplain

demographic/social/economic data. Also with dataimg the
university can predict which students will graduatel those
that will not. So the university can use this resolimprove
the education behavior and student performance.

The main objective of this paper is to use datangiprocess
(Classification process) to study student’s perfomoe in
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and predict success and failure in the final examdents.
The research by Honogjie [6] describe how data mgini
techniques can be used to determine the studemiriga
result evaluation system is an essential tool amtcach for
monitoring and controlling the learning quality.

The research of Cortez & Silva [9] predicted theoselary
student grades of two core classes using past sghades,
demographics, social and other school related dBie.
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nationality and the secondary school science marks.

of the classifier, the usual methodology is to exec

In conclusion, there is mixed evidence on whether t K-Cross-Validation method, and to measure the pednce

contribution of background
prediction of student success is significant or. ttaiepends
on the list of variables included, students popoatand
classification methods used.

Ill.  DATA AND METHODOLOGY

information to the earlyof the classifier on the test set, the classifaraticcuracy or

error rate are usually used for these purpose. btair
accuracy of the classification model the WEKA [#10]
toolkit is used.

IV. DATA MINING PROCESS

In this study we have used data mining process udyst The student management system does not providdardata
students’ performance in the courses. Three differeformat ready for an easy and direct statisticallyesa and

classification methods have been tested. The daid in this
research is collected from the student's managesyatem
of a public faculty in Tirana, Albania. Informatiaollected
from this system, is used to predict student peréorce at the
end of each year.

A. Problem definition

The success of the students is a main factor ipribgress of
the education in Albania. But the statistics shbwat teven
though the students win the right to attend theersity, they
have difficulties to succeed during the academaryeln this

modeling. Therefore a data preparation and cleaaingell

as creation of variables of analysis were undertake

To build a reliable classification model we used a
methodology that consists mainly in five steps:leming
data, prepare the data, building classification ehod
evaluating the model and finally using the model ficgure
prediction of student performance. These five staps
presented below.

A. Data collection
Initially the faculty provided us with 68300 recerd

regard, we find it necessary to put in categoribe t corresponding to 2100 students. The data suppliad w

characteristics of the students in order to undertthe

student data at 2 bachelor study programs: Com@aience

necessary measurements aiming the students’ penfmen and Information Technology enrolled through thedaraic

prediction in higher education.

B. The study goal
The main goal of this study is summarized in onestjon:
“How can we use data mining process to help in ecing the
quality of the higher education system by evalgastudent
data”. To find the best solution of this probldirst we have
to collect and process the data and then we haweplement
data mining techniques to make the most accuraigiion.

C. The importance of selecting the variables

To predict the student performance it is necessaeyaluate
many parameters. This study aims to give accuraigtion

years 2011 to 2014.

B. Data Preprocessing

Initially more than 15 attributes have been colldcind some
attributes has been manually eliminated since they
considered as irrelevant to the study. The coltbdtta were
prepared in a table in a format that it is suitdblethe used
data mining system. The data are cleansed by r&movi
inconsistent values using the same values forhall data.
Finally, we have data for 1321 students.

In this study we have used 8 conditional attributed one
attribute class. The attributes along with thesatiptions and
possible values are presented in Table I. The aléisBute is:

of students’ performance, based on students’ adadensT AG3 — student average grade in third acadenaic ye
performance and demographic characteristics (SW#1 athg next step is using the WEKA toolkgglection attribute,

gender and ethnicity).

Demographic characteristics are commonly included
studies of student success. They are easily mehand
consistently documented. They facilitate the dosnsiof
students into groups with some shared identitytdfacsuch
as age, gender and residence are important; thesext of
these variables would threaten the validity ofghely.
Academic performance — the interface of educatsutlf as
grades) creates the construct of the academic cammgnt,
which directly/indirectly affects the degree contjge or
time degree completion.

D. Methods used

Classification is the process of finding a set afdels (or

functions, rules) which describe and distinguistaddasses
and concepts, for the purpose of being able tahesenethod
to predict the class of objects whose class labahknown.
The derived model may be represented in varioumdpsuch
as classification model( if-then-else), decisiaes, etc.

We have examined the impact of three data miniggrathms

C4.5, Naive Bayes and AdaBoostM1. To estimate tiveep

for analyzing the chosen attributes, and for thesehave
lexecuted four tests: Chi-Square, Gain Ratio, OneRRIafo
Gain. The purpose of this analysis is to deterntine
importance of each attribute. Table Il shows tisaliteof these
tests, as we can see the attributes that affectlyntbe result
are ST_AG1, ST_AG2 and SP. Attribute AC_YEAR and
ST_AGE gives the lowest performance. Based onrtn&
we have eliminated AC_YEAR and ST_ID attribute.&Hiyn

the most significant attributes list contains thwlofving
attributes: ST_AG1, ST_AG2, ST_GEN, SP and ST_CIT.

A. Classification model — J48 algorithm

A decision tree is a tree in which each branch node

represents a choice between a number of altersatamed
each leaf node represents a decision.
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Table |
The chosen attributes
Attributes Description Values
ST ID Student id
Demographic data
ST_AGE Student Age 20,21,22
ST_GEN Student Gender M, F
A ->Tirana,
REZ Student residence B-> Other City,
C-> Village
Student A -> Albanian, B
ST_CIT citizenship -> Others
Academic data
Sp Student study cs. IT
program
AC YEAR Student Academic 3
- Year
Student Average
ST _AG1 grade in the first
year B i
Student Average A—>9.00-10, B
ST_AG2 radeinthe . 500899, C
— gecond year < 700-7.99,D
Student Average - 6.99
ST _AG3 grade in the third
year
Table 1l
Result of four tests performed
. Gain Info Chi
Attribute/Test Ratio OneR Gain Square
ST_AG1 1 1.3 3 2
ST_AG2 2 1.7 2 3
ST_ID 3 9 1 1
SP 4.1 8 4 4
ST_CIT 5.1 7 6.6 6.7
REZ 5.8 6 5 5
ST_GEN 7 5 6.4 6.3
ST_AGE 8 3 9 8
AC_YEAR 9 4 8 9

Decision trees are commonly used for gaining infatram for
the purpose of decision-making. Decision tree staith a
root node on which it is for users to take actidfrmam this
node, users split each node recursively accorairgtision
tree learning algorithm. The final result is a dem tree in
which each branch represents a possible scenadeaigion
and its outcome. [4]

In this study we have used C4.5 (J48 in WEKA) athan.
C4.5is an algorithm used to generate a decisém &nd is an
extension of ID3 algorithm. The decision trees gatesl by
C4.5 can be used for classification and for thésom, is often
referred to as statistical classifier.

For class ST_AG3, the attribute that has the higham
ration was the ST_AG1 (student average grade shyear).
This attribute is considered as the root node efdacision
tree. The process is repeated for the remainimtpuaties to
build the next level of the tree, and so on. Afiailding the
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complete decision tree, the classification rules ganerated
by following all the paths of the tree. The deaisiee
generated has classification rules, some of thengien in
table Ill. In the first column is given the rulesdeiption, in
the second column is given the number of instaassgciates
with the leaf and in the third is given the numbg&imstances
incorrectly classified.
Table 111

Rules generated from decision tree

Rule #NI | #lIC

IF ST_AG1 =D, ST_AG2 =B, SP =C$,11 2
(REZ = AOR (REZ = B, ST_AGE > 20
THEN ST_AG3=C

IF ST_AG1 = C, ST_AG2 = C ORS87 9
ST_AG2 =B THEN ST_AG3=C

IF ST_AG1 = B, ST_AG2 = C OR30 5
(ST_AG2=A,SP=IT) THEN ST_AG3 =

A

IF ST_AG1 = D, ST_AG2 = B, OR900 | 62

ST_AG2=COR (ST_AG2 =D, SP =1T1)
THEN ST_AG3 =D

We have executed the same steps as above, folSdlaggs52
(by removing first the ST_AG3 attributes). Thissisidy is
done to predict the average grade of the second Betow
are illustrated some classification rules generafiexnhn
decision tree build (showed in fig 1).

Rule

IFST_AG1=C,SP=IT,ST_GEN= M, REZ= A, ST_AGE

> 21 THEN ST_AG2= A

IF ST AG1= AOR(ST_AGl=C,SP=IT, ST GEN = F,
(REZ= CORREZ = B) THEN ST_AG2= A

IF ST_AGL1 = B OR ST_AGI = D OR ST_AGL1 = A THEN
ST_AG2= ST_AG1

V. RESULTS AND EXPERIMENT EVALUATION

The classification error rate and accuracy arellysused to
measure the classification performance. We hawed us
K-Cross-Validation method to measure these valliable
IV shows the evaluation results of three clasdiiica
methods used: Naive Bayes, C4.5 (J48 in WEKA) and
AdaBoostl Perceptron. The performances of theseelsiod
were evaluated based on these criteria: the accufathe
prediction, the time to build the model and theoemate.
Based on the comparisons made (referring to V)&
algorithm offers the best accuracy, the MLP aldponitoffers
the lowest accuracy.

A good classifier must be both accurate and
understandable to its users, whoever they mightnbiggure
1, is shown the decision tree resulting from immeatation of
J48 algorithm on the collected data using ST_AGabate
class.
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Figure 1 Decision Tree of ST_AG2 class

Table IV
The evaluation of the performance algorithms

Evaluation Criteria J48 Naive AdaBoostM1
Bayes

Time taken to build 0.02 0.19 0.42

the model (Sec)

Correctly Classified 1203 1154 1120

Instances

Incorrectly 118 167 201

Classified Instances

Accuracy of 91.0 87.35 84.78%

prediction 7

This methodology may give students/ teachers isteg
information about students learning and providgsideline
for students to choose a suitable way, by analyzivg
experiences of students with similar academic aement.
We can conclude that J48 algorithm offers the bestirate
results and also can express the result in mor@ransible
way for the users.

VI. CONCLUSION AND FUTURE WORK

In this study, three important Data mining algarithwere
inspected and executed, to evaluate the pre protéss data
and the performance of the learning methods, witleee
evaluation was based in the accuracy. As therermaey
approaches that are used for data classificati@ndécision
tree method is used in this study. We have coliedtga from
a student management system, using informatiorslizdent
residence, age, gender, average grade in firsgndeand

commendable number of

third year to predict the performance at the endeath
academic year.

This study may give to students and teachers istiage
information about students learning and providgsideline
for students to choose a suitable way, by analyzive
experiences of students with similar academic aenent.
In order to achieve the goals of this study, wended to
build a system which can allows students or othtarésted
persons to predict the average grade of a spesificlemic
year.
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