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Expedite FlownCompletion on High Speed Network
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Abstract- It has been proved by a lot of researchers that the
present operation of TCP which is the main internet control
protocol will suffer poor performance in future high speed
networks. It has also been established that performance issues
are very crucial in computer networks, for example when many
computers are interconnected, complex interactions arise with
unforeseen consequences. This complexity leads to degradation
of performance if the system is not managed properly. Yet
research on congestion control focuses almost entirely on
maximizing link throughput, utilization and fairness, which
matter more to the operator than the user. To arrest the situation,
various factors which affect network performance were
examined. Characteristics of congestion Control Protocols were
described. Congestion Control Protocols like Transmission
Control Protocol (TCP) and Explicit Congestion Protocol
(XCP)were evaluated. The proposed congestion control protocol,
Rate Congestion Protocol (RCP) was also evaluated. Then NS2
simulator was used under different scenarios to evaluate the
performance of RCP and the aforementioned protocols to prove
that RCP outperformsthem in terms of expediting flows.

Keywords. Rate Control Protocol (RCP); Explicit Control
Protocol (XCP); Processor Sharing (PS); Network Simulator
2(NS2); Transmission Control Protocol (TCP).

[ INTRODUCTION

This study is meant to address congestion andiatsease
the rate of flow of traffic in computer networks ieh leads
to performance related issues in most organisations
general and the Internet in particular. Currentthe
Transmission Control Protocol, or TCP, is the mastely

Protocols

Daparti Subba Rao

These mechanisms allow TCP to adapt to heterogeneou
network environments and varying traffic conditiprasd
keep the Internet from severe congestion eventsP TC
congestion control works on an end-to-end basisera/h
each connection, before starting, begins with st At
what rate should the data be sent for the currehwark
path? It does not receive an explicit answer far gjuestion,
but each connection determines the sending raferdlying

the network path and modulating its rate basedevogived
congestion, through packet-loss and delay. The extion
rate is proportional to TCP’s sliding window (swiglthe
limit on the amount of outstanding data in flight)hich is

set as the minimum of the receiver advertised windo
(rwnd) and of the congestion window (cwnd changes
dynamically based on feedback of network condifions

To arrest the situation, Flow and network levelpaies
were examined and implemented.

1. Processor Sharing: We would like to share thddmmck
link equally among competing flows. Emulating Presm
Sharing (PS) is a simple way to do this. ProceSs@arring is

a worthwhile goal to achieve: Even if its mean flow
completion time is not quite the minimum achievahte
comes reasonably close to the minimum, and so flows
complete quickly, often an order of magnitude gaicthan

in TCP for typical Internet size flows. Furthermpits mean
completion time is invariant of flow size distriln for a
single bottleneck. Even when flow completion tintes not

used congestion control mechanism. TCP fulfills twghake sense (e.g., in long-lived bulk transferspcEssor

significant functions. The first entails a relialaled in order
delivery of bytes to the higher application layiebuilds on
the unreliable, connectionless IP service, progdirservice
that is reliable by transmitting lost or corruptiata until the
data is successfully received at the destinatidnal$o
delivers bytes in order (reorders out-of-order datad
eliminates duplicates before delivering to the mapilon
process), multiplexes and de-multiplexes trafficondr
different processes on an end-host, and perforrow fl
control (prevents a sender from overwhelming aivecey
specifying a limit on the amount of data that cansent).
TCP’s second function is to perform congestion aarand
protect the network from a congestive collapse. biefly
describe TCP’s congestion control mechanisms bel@®
uses adaptive congestion control mechanisms tlzat te
congestion events (such as packet loss or delalijriityng
the sender’s transmission rate.
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Sharing results in flows getting high throughpud dair
sharing of the bottleneck bandwidth.

2. Stability: Networks occasionally experience smitarge
traffic surges (e.g., flash-crowds). We want thémoek to
come back to a stable operating behavior quickigrafuch
disruptions.

3. Queuing delay and packet losses: Ideally, wet whrse
to zero buffer occupancy at all times. Queued ukets in
buffers mean extra latency for every packet. Thisai
problem for short flow performance because queudieigy
in buffers can be a significant portion of flowsirapletion
time. If possible, we would like to achieve cloge Zero
buffer occupancy or a loss-free network.

4. Efficiency: Naturally, at the same time we dad want to
sacrifice the efficiency of high bandwidth-delapks such
as the long haul fiber-optic links. These links,iethoften
go through difficult terrains, are expensive, aratvie
providers like to minimize unused capacity when the
sources have traffic to send.

5. Differential bandwidth sharing: When need be,waaild
like to achieve some kind of differential bandwidtharing
among flows—for example, if we would like to given a
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share we give to a less urgent background movientiaad,
congestion control should be able to achieve that.
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6. Network and traffic conditions: We want to actdethe
above under any network
round-trip  times,
challenging conditions like wireless links with tprlelays,

and high loss rates—and similarly under any traffiq,:).

conditions such as short flows, long flows, or anix of

delay sensitive applications. The future high speetivork

conditions such as diftereenvisage by all to manage triple play look brighiith RCP
bandwidth-delay products—inclglin more packets can be managed on the network without

congestion.
Limitation

flows. flash crowds and so on. These issues aree mdor‘” studies have inherent limitations and delimias.

relevant to the users. Users concern are more iok diow
completing time as most transactions on the intetamand
that. This type of transactions seems to dominatehée
future high speed network.

A. General and Specific Objective

The general objective of the research is to couteilio the
general body of knowledge in the area of compugdwark

performance to enhance productivity at workplacas
general and internet in particular.

To achieve the general objectives, the researcteased the
following specific objectives:

Limitations refer to limiting conditions or resttice
weaknesses. The research uses primary data foalysis,
this call for generation of the data. In studiescofmputer
networks, it is highly expensive if not impossilitedeploy
real devices for experiments. To reduce the cost
considerably and avoid damage of devices, simudatio
models are used. Despite the advantages of simsildiice
most tools, do have their drawbacks. Many of these
iproblems can be attributed to the computationaitgrisive
processing required by some simulators. As a cameseg,

the results of the simulation may not be readilgil@ble
after the simulation has started -- an event thay wccur

« To reduce round-trip time of packet flow in theinstantaneously in the real world may actually thkers to

network.

mimic in a simulated environment. The delays maydbe

« To enforce congestion control and fairness insid® an exceedingly large number of entities beimgusated

the network.

or due to the complex interactions that occur betwthe

« To ensure efficient and fair bandwidth allocatiorentities within the system being simulated.
on high bandwidth delay product networks whilee. Delimitation

maintaining low queues and near-zero packet dmﬁﬁere are several means of handling congestionrmpater

rate.

network. Some of these are, over provisioning whigh

* Propose an efﬁment and effective window bas,efhcreasing capacities of devices attached to thevark.
control protocol which uses a feedback mechamsqqhis means is very expensive. Another means of ramgsu

and allows explicit exchange of
between the end user and the network.

B. Problem Statement

The Internet is a global infrastructure for infortioa
exchange that has transformed the social, econacanid,
political aspects of our lives. One of the mostcal
building blocks of the Internet is a mechanism riesource
sharing and controlling congestion on the Interhghen
end-hosts access a certain resource (such as agebpm
CNN, a video on YouTube, etc.,) on the Internetjsit
important to ensure that they do not overwhelm petw
elements (such as routers), are able to efficientlyze
network resources, and achieve fairness in someedgr
upon sense. Today, congestion control for moshetraffic
is provided by the Transmission Control

information

that the network is not congested is to employexlirsy
approach. This method can also limit the availgbiiif the
network. The study is delimited to the controldhe The
control theory approach offer an efficient meansarfidling
congestion in computer networks. The study will nse
secondary data because the researcher will gersatador
analysis through simulation. Real devices like modad
links will not be used because they are expensi Gan
get damage. These devices could be generatedciattfi
through simulation. Data collection tools like gliesnaire
and interview will not be employed because simatatis
employed to gather data needed for analysis.

. METHODOLOGY

ProtocoF. Research Design and Method

(TCP)(Jacobson,1988). However, TCP is now showinghe researcher used Descriptive method. Accordir@lass
significant performance limitations and the need few and Hopkins (1984), Descriptive research can bbeeit

transport protocol designs has become increasmg&]Yjantitative or qualitative.

important (Alizadeh, et al 2010).This need hasearifom
TCP’s inability to meet the challenges brought abdmuthe
-pcapacities, latencies, and Bit-Error Rates (BERjvell as
due to increased diversity
requirements.

C. Significance of Study

The results of this research study will categoljchenefit
all stakeholders of internet facility. Users wilave their

It can involve colleats of
quantitative information that can be tabulated gloa
continuum in numerical form, such as scores orsadethe
number of times a person chooses to use a-cedaiareé of

in applications and rtheh mitimedia program, or it can describe categonés

information such as gender or patterns of intepactvhen
using technology in a group situation. Descriptiesearch
involves gathering data that describe events areh th
organizes, tabulates, depicts, and describes tha da

downloads and uploads times reduce drastically. u@uecollection. It often uses visual aids such as gsapid charts

build ups on links are going to be reduced to yeaelro.
Productivity at most organisations will increase rasre

to aid the reader in understanding the data digtdh. The

researcher in this case used NS2 simulator to genéata

organisations deploy their commercial activities tre Which is depicted in a graphical form.

internet. Social network activities on the internetl be
enhance. More software vendors will go into designi

G. Research Format

The researcher adopted Causal process. The ratibahind
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the choice being that Causality (also referred ® a&manates and sink nodes are where data is recé\&2l.
causation) is the relationship between an evemt ¢duse) uses C++ to implement it as C++ is fast to run dlatv to
and a second event (the effect), where the seceadt é&s modify, thus making it appropriate for detailed toal
understood as a consequence of the first. In comumage, implementation. It makes it easier for reductionpaicket
causality is also the relationship between a sefaofors size and event processing time. The Tcl for TCPPXdDd
(causes) and a phenomenon (the effect). Anythirag thRCP are written and run. When the outputs are ededey
affects an effect is a factor of that effect. Aedirfactor is a can be visualised using either graphical repretentaalled
factor that affects an effect directly, that is,theut any xgraph or a network animator known as nam
intervening factors (Intervening factors are somes called (http://www.isi.edu/nsnam/ns/).

"intermediate factors"). The connection betweeraase(s)

and an effect in this way can also be referredsta aausal 1. RESULT

nexus (Pear, 2009).The outcome of the simulatedegabf

the protocols are evaluated against standard imtcdike depict how we increase the flow size against therage

flow size, flow completing time, average flow comg  completion time and against the maximum flow cortipte
time, maximum flow completing time under differdéraffic e

loads.

In this section we present a simulation result thag¢fly

100 T T T T T

H. Key Assumptions

The main assumption is that packet drop withinrteivork
indicates that the network is congested. This wsrklso
based on the assumption that simulation could legl tis
mimic real network topology with nodes representiast
like routers, links representing transmission medilike
copper, fiber or air and agents representing poisotike
TCP, RCP, XCP etc. .
I. Research Technique 04 P S

_ ) ] 0 200 400 BO0 ECO 1000 1200 1400 1600 1800 2000
The researcher adopted simulation to come out ith flove size [pkts] (narmal ssale)

results of the resgarch. The ratlpnale for fche ahas as Fig. 3.1. Flow Duration (Secs) Versus Flow Size
follow: Network simulators provide a variety of mi=e ) )
Judging against the time involved and the costéation of Source: simulation
an entire test bed having multiple networked datés| 100

Average Flow Corrpletinn Time [sec)

routers and computers, network simulators are ivelgt aes o
inexpensive and fast. Network simulators permitieegrs RCP \aeg), w p T

= 300 KT
P )xth!\”ﬁ:ﬁ.’ ¥ i

mm . 3
e ! e

to test settings or scenarios that might be expensr
difficult to emulate employing real hardware. Siatoks
can aid in design of hierarchical networks emplgyin
various types of nodes like routers, computersddas,
hubs, multicast routers, mobile units etc. We chiosese
NS2 for this research, among other simulators, dasethe
fact it is the best-supported simulator, open ssuand
includes a research community that consists of ntioae
two hundred institutions worldwide (Breslau et. 2000).
NS2 offers an attractive software platform in terofsits flow size [plds} (log scale)

research interest for the study of congestion obntr  Fig. 3.2. Flow Duration (Secs) VersusFlow Size
algorithm. One part of the ns-allinone packagedsaph', a Source: simulation

plotting program which can be used to create gmaphi
representations of simulation results 20

1| TCP~— I " !

Average Flow Cormpletion Time {zec]

100000

J. Solution Strategic/Approach

For one to setup and model a network using NS2|aiion .
there is a need to write an OTCL script which altilitate 15 B I
the procedure. The crucial stage of modeling a ortis to l
define its topology. In NS2, the topology is definey the 100 [

use of three primitive blocks, which are agentskdi and : |

nodes. Nodes represent end hosts, that could ke vair ol l

wireless, that allow packets to be exchanged betvetieer ‘ ) . )
nodes. Links on the other hand are the physicasiméssion ”l}q_ﬁd 08 14 1 9 14 18 {8
medium, either by air or wire which interconnetts hodes. s ' ' ’ ' '
Agents act as transport process that runs on this.hOnce Similation ama fsec]

there is a definition of the topology, agents &entattached Fig. 3.3. RCP VRSTCP VRS XCP
to the nodes and the traffic sources and sinkstathto the

agents to send data. The traffic source nodes hezendata

W falitals
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V. DISCUSSION

A well-known and simple method that comes close
minimizing flow completing time is for each router use
processor-sharing. In processing sharing, a rodi@des
outgoing link bandwidth equally among all the floier
which it currently has queued packets. If all paskare
equal-sized, the router can maintain a queue foh éaw,

Speed Network through Protocols

3) The router requires no per-flow state or perkpac
calculations.

The basic RCP algorithm operates as follows.

1) Every router maintains a single fair-share rgfg), that it
offers to all flows. It updates R(t) approximatelgce per
RTT.

2) Every packet header carries a rate field, Rp.efVvh
transmitted by the source, Rp = 1. When a routegives a
packet, if R(t) at the router is smaller than Rpert Rp
R(t); otherwise it is unchanged. The destinatiopie® Rp
into the acknowledgment packets, so as to notiysiburce.
The packet header also carries an RTT field, RTwihere
RT Tp is the source’s current estimate of the R®i the
flow. When a router receives a packet it uses RTtdp
update its moving average of the RTT of flows pass
through it.

3) The source transmits at rate Rp, which corredpdn the
Qmallest offered rate along the path.

Fig 3.3 shows that load increase does not affeet th
completion time of RCP. TCP becomes unstable when t
load increase exceeds 500, packets drop, establish
equilibrium and starts increasing sharply. XCP lo& dther
hand increases steadily with load increase.

and simply round-robin among the non-empty queues,

serving one packet at a time. If packets are notlesjzed,
the router can use packetized processor sharindgior
queuing. In view of this, the above simulation sed to
compare how close the protocols are able to mimrfiaw

completion time with respect to flow size as comsplato

routers processor sharing. TCP flows start too lsilcamd

are therefore artificially stretched over multigleund-trip

times. Fig 3.1 depicts that the average flow cotmpdetime

of TCP is about 10 times the flow completing tinoe PS
average completing time. TCP also shows instabégythe
packet flow size increases in Fig 3.2. XCP is ewaore

conservative in giving bandwidth to flows — partanly to

new flows — which is why there are always more vagti
incomplete flows. It gradually reduces the windawes of
existing flows and increases the window sizes ef tlew
flows, making sure there is no bandwidth oversupson.

Even though XCP depicts some form of stabilitytees ftow

size increases in both Fig 3.1 and 3.2, the aveflye

completing time is about 30 times that of PS avertgw

completing time. Thus making it unnecessary toqldvate
Control Protocol (RCP) greatly reduces flow cortipkp

times for a broad range for network and
characteristics. RCP achieves this by explicitlyukating

PS at each router. It is depicted in both Fig 3id a&.2 that
RCP average flow completing time is almost equah&®oPS
of the routers. In RCP, a router assigns a sirg R(t), to
all flows that pass through it; i.e. unlike XCP,dibes not
maintain and give a different rate to each flow.FRiS an

adaptive algorithm that updates the rate assigoethe

flows, to approximate processor sharing in the qmes of
feedback delay, without any knowledge of the numtfer
ongoing flows. It has three main characteristic thake it
simple and practical:

1) The flow rate, R(t), is picked by the routersséx on
very little information (the current queue occupaaod the
aggregate input traffic rate).

2) Each router assigns a single rate for all flgvessing
through it.

V. CONCLUSION

The research confirm through extensive simulatrat it is
possible to use protocol to speed up transmisdigrackets
on the network than always the demand for increase
bandwidth which is very expensive and does not ghe
needed solution. It was observed that as more delay
sensitive traffic are injected into the networkeg timain
transmission control protocol (TCP) becomes suspedt
the feedback mechanism employed is implicit thusgis
packet drop as a means to manage congestion emgtto
resend the drop packets cause delay and furthgrestion.
Explicit Control Protocol (XCP) which manages the
congestion better also take longer time to dotse.ihferred
from the simulation that Rate Control Protocol (RCP
expedite flow ten times faster than TCP and thiitges
faster XCP. This make RCP a preferred choice asoxe
into triple play more delay sensitive applicaticare been
developed and users want to get their downloadsrfas
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