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Abstract— Bayesian networks tend to be increasingly usedtfar

management of uncertainty in modelling of the lea@n They have
been successfully used in many systems, with difiebjectives.
However their use as part of the cognitive processdelling raises
a number of problems. On the one hand the underlyisemantics
of arcs is often not clearly explained, and on tle¢her hand the
evolution of the knowledge structure is not takentd account.

Our work focuses on the question of the orientatiof the arcs,

and more generally on the structure of Bayesian netiwo
modeling of the learner. We try to show in this wohow this

question is crucial. In addition, the issue of sirtural adjustment
in the network behavior of the learner sometimes chdbeen

suggested, and while different results from cognéipsychology
attests to the existence of structural differencey level of

expertise. The central hypothesis of our work is thas been a
link between the structure of the learner model arevel of

expertise. We present our probabilistic graphicabdels of multi-

networks to take into account several networks withlre same
model. The experiments presented in this work arguments in

favor of our hypothesis on the link between the leoEexpertise of
the learner and the structure of Bayesian network.

Index Terms— Bayesians Networks, cognitive diagnosisarner
modeling;

I. INTRODUCTION

The main hypothesis of our work is that there isink
between the structure of the learner model andethel of
expertise. First, and after talking briefly abthe definition
of Bayesian networks , we'll discuss in a detaiealy the
difficulties encountered in the use of Bayesianwogks
learner modeling ( by focusing on the most comnasedhat
is to say, the construction by elicitating the exzi@aowledge
). Then we present the multi- networks wich are
probabilistic graphical models that take into actoseveral
networks within the same model and thereby prowvéde
framework in which we will test our hypotheses.rly, we
are going to end our paper by showing the impleatant
and the experimental results of a learner modelgusiulti-
network in a specific case. The problem of thisguagan be
summarized as follows: why and how to take intooact
several competing Bayesian networks into the sanaeiof
the learner? This consideration is it experimentaitified?
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1.
A. Definition

A Bayesian network [1] is a directed acyclic grapid in
which the nodes correspond to the variables (usgrapties)
and links represent probabilistic relationshipsluafce.
These variables can belong both to the field ofvidedge,
the knowledge base and / or cognitive model. Eamten
represents the belief system about possible valleesls,
states) of the variable. Thus, the conditional phulity
distribution must be specified for each node. ¢ Hariables
are discrete, they can be represented as a taiegrBph is
also called the "structure" of the model, and thabpbility
tables its "parameters”. The structure and parasetn be
provided by experts, or calculated from data, altioin
general, the structure is defined by experts aac¢#iculated
parameters from experimental data.

BAYESIAN NETWORKS

B. Construction of a Bayesian Network

As we have seen in the definition, the completeifipation
of a Bayesian network requires specifying a shatesire
(directed acyclic graph that underlies) and othemameters
(probability tables). To do this, two approaches possible
and can be combined: the collection of expertiseraachine
learning, which is one of the attractions of Bagasi
networks. In the case of collection of expertike, definition
of the network structure begins with the identifica of
possible nodes and the distinction between (unuhbés)
informational variables (inputs) or hypothetical.her
existence of an arc can be analyzed in terms bfante of
one variable on another, but its orientation is endifficult.
Traditionally, an arc is directed from A to B ifif.a cause of
%, but we will see that this interpretation is mastsimple in
the case of the learner modeling. The parametergaurn
attached in an approximate manner by using fredgisentr
qualitative information. Since Bayesian network &
probability distribution, we can use maximum likelod as
statistical learning parameters criterion. The ltesuas a
Bayesian network whose structure is fixed and Ectvlig a
comprehensive basis of example, the maximum likeléhis
achieved if the parameters of the Bayesian netaoglequal
to the frequencies of the same features observeé.in
statistical learning structure requires for its @lepment test
to determine whether or not the random variables ar
conditionally independent [2].

C. Examples of Learner Modeling by Bayesian Networks

Andes [3] is a tutor for help in learning probleoivéng in
Newtonian mechanics that assesses the state ofdagevof
the learner to recognize the plan he follows aretiot its
possible actions future. Capit [4] to select thestraffective
remediation for a given learner, a teacher in tmgli€h
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used: network modeling learner consists only of
informational variables representing either théoast of the
learner or remediation decisions and their usesislit

initialized from a test group using machine leagninethods
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and is then used to make decisions about instnatio

strategies to follow.

. ARCSORIENTATION

The definition of the structure of a student moldased on
Bayesian network from expert knowledge, is oftenedfsom

a representation of domain knowledge, we do natuds
here the validity of the skeleton (graph undirertedulting
in the type of links that are taken into accountaifity

partitive or generic). Therefore, obtaining the mlogtructure
from the skeleton of the orientation requires arthese
guidelines determine the diagnosis obtained, saxéd¢hey
play a key role in the relationship dependency betw
variables.

A. The Influence of the Orientation of the Arcs on the
Diagnosis

Knowledge of the system

Landing equipment

Observable

We point out an example of the influence on thesarc

orientation of the diagnosis obtained. “Fig. 2" wlsoa
simplified version of the model
performances of the electronics learner can berebdeThe
set of variables representing the different skiflshe learner
is affected by this observation. Thus, if the shide found to
be competent in electronics, for example becaustheif

initial training, the diagnostic model is the samaell other

diciplines. Consider “Fig. 2" a graph having themsa
skeleton but with other orientations of the ardse $pread of
the information here is much more limited. The diegjs we
got depends not only on arcs orientation’s choibasalso it
seems that the orientation depends on the expéetisé of

the learner. Indeed, it seems reasonable to canside
network of “Fig. 1” for a subject having followed| @ahe

training (for which we can assume a homogeneitgasfly

in some skill levels), the network 3 seems morergmate

for a about the beginning of training, which can \mzy

proficient in a particular area because of its seuwithout
the need to master all the skills.

B. What Choices for the Orientation of Arcs?

In literature, the choice is massively in favoradfocus node
of the domain layer to those of the task layer. ghestion
remains open regarding the arcs linking the nodethé
domain layer. It is common to present this choiseaa
alternative choice between a general orientationth®
individual or its opposite. We find in literatur@aemples of
these two choices ([5], [6]), even if the justifica given for
this choice is not always totally convincing, evén
sometimes it doesn’t exist. This dichotomy itselftd our
knowledge never has been partly explained the @inzke

Hydrive, where the

Figure 1.Flow of information in the learner model d
Hydrive

Observable

Figure 2. Flow of information in the modified learner
model of Hydrive

C. Asymmetry Dependence
In probability, we talk about asymmetric dependenten
two dependent variables are being given certamegabf one
of them being independent data and other valuedrigB],
they presented a typical case of asymmetric depeedm
learner modeling (which is not marked as such)s. tlie
description of a model consisting of a Bayesianwoet
representing the knowledge of the student on thelevh

equivalent Bayesian networks under Markov [7]. Th@ecomposition into prime factors. The constructafnthe

orientation of the arcs from the general to thetipalar is

learner model is made from the following observatiof

suitable when the skills of the learner have CBrtaiteacherS, if a student knows the decompositionmjraber’

homogeneity because of dependencies of this otienta
The orientation on the other side is most appropriar

learners with diverse skills. Moreover, if we take findings
on the relationship between network structure awll of

expertise of the learner, we conclude that the modest

allow this structural change.

then (usually) he knows those of its divisors, Hredopposite
is true. In other words knowledge of the decomjpmsiof a

number and those of its divisors that are dependehie

student knows the breakdown of the number in qoesit is

indeed a case of dependence asymmetric (sincpénds on
the values of the variables). This situation cartmeinodeled
by a Bayesian network. Therefore, the constructedieh
(which is a Bayesian network) cannot really take account
observations of teachers.
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IV. LEARNER'S MODEL UPDATING two extremes, such as reconstruction, model tracarg

The updating requires acquiring information abbetuser’s |nduct_|on. A brief explanation is given of sometioém. The_
behavior and adjusting the user model. The acipisis the following work can serve as a reference for a dedai
process of gathering user input corresponding ter usdescription of diagnostic methods: Self [11], Jaonefl2]
interactions in a hypermedia application, such agep @and Ragnemalm [9].

visited, the steps of solving problems of a learegs... The

problem is the interpretation of data (mouse cli&es/board V. AMODEL CONSTITUTED OF A SETOF

input, etc..) In actions or proposals which aret no NETWORKS: THE MULTI -NETWORKS
insignificant. The acquisition process consistsnaf phases: In this section, we present the multi-networks tlaae
data collection and diagnosis. In the diagnostacess two probabilistic representations of knowledge to Heemainto
steps can be distinguished: transformation ancuatiah. account asymmetries dependencies.

A. Data Collection A. Presentation

The main problems related to data collection atee t Multi-networks generalize the Bayesian networkhmsame
reliability of the data, the amount of data avdiaénd the direction as mixtures of Gaussian generalized Gauoss
detail’s level of the data. How much data is neediegends distributions: a multi-network consists of seveBalyesian
on the granularity of the model. In hypermediaesyst, there networks, each of which has an associated probabili
is an additional problem concerning the registratid user Different Bayesian networks are formed constitutitig
interactions, primarily due to HTTP protocol, whioffers same nodes, but have different topologies. Becatiss
little support in the process of data collectiohus, data are generalizing character (a Bayesian network is a
obtained by additional ways. multi-network with a single component), this forisat

B. Diagnosis allows to take full advantage of the expertise éarher
modeling using Bayesian networks. In the followivge
assume that the multi-network consists of n Bayesia
networksng, ..., n, , whose respective probabilities are rated

collected in order to judge the qualificationsoé user. This pl""_’p‘r‘l' The probability O.f an event E IS glven by:
can be done in two ways according Ragnemalm [9] arE E)=Xi=1 P(E[n;), ouP(E[n;) is the probability of E in the
Vassileva [10]. The inputs from the user's behaeam be networka;.
converted into a closer representation of the mod@iee B. Construction of the Various Networks
techniques used for this conversion may be domaiwe limit ourselves to the analysis of learner resgs to
dependent. The user input must be described int afse exercises in areas where knowledge of the learngy m
proposals [11] The problem is to find a function: decline in knowledge and know-how. We consider ghre
interpret ({dy, dy, ds, ., dy D=0 D1, P2y D3s s Do) types .of nodes: the I.<nowledge and know-how, whiettlae
domain layer, and items that model the responsethef
learner and provide for their task layer. We furthesume
But the interpretation is generally more complelzedause it that we have a representation of domain knowledgthé
should be based on what entries stated in termasef form of non-oriented graph in which the items astated
beliefs. The properties of the user in the mod®h ©e only to know-how. The causal traditional interptieta of
converted in the screen closer to the user inpat,is to say arcsin a Bayesian network (the arc is orientechfloto B
to the criteria or patterns for identifying the usgut. Itcan \yhen A is a cause of B) does not seem the mostaeléo us
be defined by analogy to the deduction of patterng the case of the learner modeling. The questiovhether a
recognition (recognition patterns): student is good in databases management becasstvbs a
Deduct (1, P2, P3s oo r P )= 71, 72, T3y oo 10 }) lot of exercises or because, he solves a lot ofceseas
because he is good in databases management, seems
particularly difficult to resolve. It is the samegardley the
And the set of patterns recognitionr{,r,,rs,...,ry }  deletion of any causal link between the knowleduat &
compared to user input during the assessmeRrfarner on databases and those of its objectsefirer to
{d;,d,,ds, ...,d,}. The evaluation refers to the process ofletermine the direction of the arcs between théermdint
comparing the user's behavior in a certain desigimlvest” variables, we use a systematic analysis of the ritiEpeies
behavior, which is explicitly or implicitly represted in the between variables. In summary, this analysis allowsto
expert model. The diagnostic process is to matetd#ia (d) confirm the validity of the choice usually donditerature of
with a model (UM) or inversely match the modeltie tata. arcs orientation of the domain layer nodes to tldske task
Thus, the process of diagnosis ranged betweenxtmerses: layer, while confirming the impossibility of deteimng in
- Approach purely directed by the data (data-drivenfirst place the orientation between knowledge nodes
the diagnosis is mad_e on the user behavior withog Learning Parameters
reference to a predeflngd template, When using multi-networks that we consider hagaiicant
- Approach purely directed by the models. ~.. "~ . .
simplification compared to the general case: wemssthat

(model-driven): this method produces the expectet e structures of different networks considered and
patterns and matches the behavior of the user.

. . . . conditional probability tables are known. Only tee b
Data-driven approaches are appropriate for simphaains. . . . )

. . determined in first place the probabilities of ttidferent
Model-driven approaches are appropriate for complex

domains. Most diagnostic methods are situated leteese hetworks and the law of the hidden variable deteimgi the

The diagnosis consists of two stages: a transfaomaf the
data collected and an assessment of user behBvimessing
consists in extracting important information frohetdata

Such asBsBy,; for j=1am

Such asBsBy,; for j=1am
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probability of each network. As long as we consitiat each
learner is modeled by a network, we propose tothis&EM
algorithm [13] after assigned to each data cornedjpg to it.
specifically (see “Fig. 3", the data is recordgd...,d, )
after the random initialization of probability odieh network,
each data is assigned to the most likely netwbiq it shows
us the missing parameters of each of them usingetle
algorithm. Which then calculate the probabilityezfch data
network knowing then that the loop is repeated lunt
convergence gf;.

D. Diagnosis

A multi-network provides two types of diagnostidecal
diagnosis and comprehensive diagnosis. The loegndisis
is obtained by calculating, for each variable ie ttomain
layer K the probability table knowing the values Kf
observable. Conceptually this diagnosis is the spe as
that carried out in a student model based on desBayesian
network: it is a calculation of conditional probiiigs.
However, this calculation takes into account thiéecdgnt
networks corresponding to different levels of exiger The
overall diagnosis is a such quite nature differ@nttoesn’t
expresse in terms of belief on the acquisition aitipular
knowledge, but in terms of network that best maictie
actions of the learner. This network is one

r Learner Modeling

to 5 “Fig. 4”. The layer task of the various netk®rconsists
of 34 Items modeling answers to the exercises, eatthem
being connected with the know-how to implement them

2) Parameters

Relationships between nodes in the domain layernate
noisy, the root nodes (ie those with no parenttviong an

equiprobable law. At the task layer, the parametpsesent
the probability of being wrong in its area of corgree

tuniformly set at 0.15), or guessing the corresivaar (based
on the number of possible answers). The probabdity
occurrence of each of the 5 networks is set at 0.2.

B. Results

We worked on a set of 400 files of answers to tter@ses.
These learners are 400 students in the first asahskeyear of
a technical diploma called a “Dipléme universigaide
technologie” . For each of them, we use the classam
indicator of the level of expertise, given that sostudents of
the second year may be more competent than somienssu
of the first year. Since the overall diagnosis \Hous to
obtain the network (and therefore the structure)iciwh
models best learner, and we want to test a hypistbesthe
link between this structure and the level of experof the
learner, we so try to see if there are signifiodifferences

that!')etween these two populations from the perspedtivine

maximize®(n;|d;) among the networks considered in thEf)verall diagnosis. In other words we want to knébthére is

model. Since different model networks change imteof
structure, the overall diagnostic provides guidarme
structuring the knowledge of the learner. It is artpnt to
note that this is the structure of multi-networlatttgives
meaning to the phrase "network that models the thest
learner."

VI. EXPERIMENTS

In this section we will present the experiments tha have
established [14], the results that we have obtamed the
algorithm used to achieve the results that backoup
hypotheses.

A. Model Description

The exercises proposed require knowledge of relatio
modalization (the relationship, attribute, domaithe
operators
association and standardization relationship). Tdngers
skeleton of different Bayesian networks constimtithe
model multi-network of the learner consists of aledor
each conceptual knowledge or modeling needed teesol
exercises to which are added nodes Datasets , Desig
database and relational modalization.

1) 5 Selected Structures

Following our analysis, from the skeleton we'veabéd 8
different networks (two possible orientations atleaf three
nodes: DataBase, design databases and relatio
modalization). Each of these networks can be intdeg in
terms of homogeneity or heterogeneity of knowledfjthe
learner. For example, the network 6 in “Fig. 4" dats a
learner with homogeneous knowledge in databaseglesid
heterogeneous knowledge in relational
Eliminating networks which are not fairly interpeet (e.g.
modeling a network with heterogeneous learning giesi
database knowledge but homogeneous in Databases),
reduce the number of components of the model oethimer

...) and database design (the entity imod

a correlation between the result of the overalydasis and
the grade level. Distributional differences obtaimetween
the students in the first year and those of thersggear were
measured using the Chi's test [15]. We have made
experiments with or without learning, is being madeall or
part of data. Note that when we talk about learnitsg just
learning the parameters of the multi-network, am t
indication of the class of the study is not in fies used in
this learning.

Determin randomly p:
Repeat

Forivarying from Ttomand|=11on

For=1tom
ForjF1ton
Calculate
P(d|n.
Pl i)
Ek=pk P(d;|n,)
For=1tom
Forj=1ton
Calculate A -

_ L P(wldy)
=
Assign d; ton, such as
j = argma gy, P d)
Leam the parameters of each n; using the EM algorithm from d;.

Until convergence of

nal Figure 3. The Algorithm used in the Experiment

We provide in Table 1 the results obtained aftarrdag all
the data, all the results we have obtained areggmirthe
same direction. First, the assumption of indepeceeis
rejected (test significant at 0.01). Then, if weKk at the

modalizatiomlistribution of different networks in different slses, we find

that first year there are overrepresentation nétsvorodeling
of learners with homogeneous knowledge in dataasign
amd underrepresentation of those modeling learners
heterogeneous in databases design, and that iextet
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opposite in the second year knowledge.
Table 1. Correlation between Educational Level andhe
Overall Diagnostic Result

Struc First Second
ture year year
Observ Theoret Ga Obse Theoreti Ga -
ed ical p rved cal p
BN 1 71 58,56 5 + 22 35,52 6, -
45 13
BN 2 12 9,22 2, + 4 6,78 1, -
84 09
BN 6 26 29,12 0, + 29 29,69 0, -
01 04
BN 7 4 5,65 0, - 8 4,65 0, +
53 64
BN 8 108 128,2 1, - 111 98,75 2, +
99 61

These results confirm our hypotheses. On the ond,hae
have clearly shown a correlation between the levkl
expertise and the network structure modeling ttanler,
which is an argument in favor of the inclusion efveral
networks within the same model. On the other hamdfind
a good over-representation of homogeneous netwtrkse
whose edges are oriented from general to particalaong
the more experienced learners and an over-repeggendf
heterogeneous networks among those who are the leas

Structure 2

¢ Dambase )

; ¢ Daabase

(" Database
_ design J

Structure 7

 Database

" Relational ‘//‘lﬁ
o model /|

Structure 8

Figure 4. 5 Bayesian Networks Composing the Model

VII. CONCLUSION

We have shown how in a theoretical point of viewl aiso
taking into account the analysis of the literatuteseems
justified to consider several Bayesian networka model of
the learner, whether to take account the asymmsetrfe
dependence or structural evolution of knowledgethof
learner. We suggest using for this multi-netwohet permit

ISSN: 2394-367X, Volume-1 Issue-1, August 2014

level of expertise of the learner and the structdiBayesian
network that models. We see a main direction incivhb
pursue this work. Which is applying our ideas toreno
advanced conceptual models than those used saisfiag
PR-OWL, a Bayesian extension to the OWL Ontology
Language that provides a framework for authoring
probabilistic ontologies.
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